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## 1 Minimization

In this section we give additional information on the minimization of the energy of our ALD-method.

### 1.1 Original Energy

Let us now deduce the Euler-Lagrange equations that have to be solved on each level of the incremental coarse-to-fine warping scheme. We begin with the original energy functional, that reads

$$
\begin{align*}
\mathcal{E}(d u, d v)=\int_{\Omega}[ & \Psi_{d}\left(\sum_{c=1}^{3}\left|g_{2}^{c}(\boldsymbol{x}+\boldsymbol{w})-g_{1}^{c}(\boldsymbol{x})\right|^{2}\right)  \tag{1}\\
& +\lambda \cdot \Psi_{d}\left(\sum_{c=1}^{3}\left|\nabla g_{2}^{c}(\boldsymbol{x}+\boldsymbol{w})-\nabla g_{1}^{c}(\boldsymbol{x})\right|^{2}\right) \\
& +\alpha \cdot \Psi_{s_{1}}\left(\left(\boldsymbol{r}_{1}^{\top} \nabla u\right)^{2}+\left(\boldsymbol{r}_{1}^{\top} \nabla v\right)^{2}\right) \\
& +\alpha \cdot \Psi_{s_{2}}\left(\left(\boldsymbol{r}_{2}^{\top} \nabla u\right)^{2}+\left(\boldsymbol{r}_{2}^{\top} \nabla v\right)^{2}\right) \\
& \left.+\beta \cdot \chi_{p} \cdot c_{p} \cdot \Psi_{p}\left((u-\bar{u})^{2}+(v-\bar{v})^{2}\right)\right] d \boldsymbol{x}
\end{align*}
$$

### 1.2 Euler-Lagrange Equations

Obviously, the contribution of the data term is not convex with respect to the estimates $u$ and $v$. Following [4], one could linearize the data term directly, leading to a convex term. However, the linearization is only valid for small displacements. Thus, the authors of [2] propose to postpone the linearization and compute the

Euler-Lagrange equations first. Follwing this idea, we obtain

$$
\begin{align*}
0= & \Psi_{d, g}^{\prime} \cdot \sum_{c=1}^{3}\left(g_{2}^{c}(\boldsymbol{x}+\boldsymbol{w})-g_{1}^{c}(\boldsymbol{x})\right) \cdot \partial_{x} g_{2}^{c}(\boldsymbol{x})  \tag{2}\\
& +\lambda \cdot \Psi_{d, \nabla g}^{\prime} \cdot \sum_{c=1}^{3}\left(\partial_{x} g_{2}^{c}(\boldsymbol{x}+\boldsymbol{w})-\partial_{x} g_{1}^{c}(\boldsymbol{x})\right) \cdot \partial_{x x} g_{2}^{c}(\boldsymbol{x}) \\
& +\lambda \cdot \Psi_{d, \nabla g}^{\prime} \cdot \sum_{c=1}^{3}\left(\partial_{y} g_{2}^{c}(\boldsymbol{x}+\boldsymbol{w})-\partial_{y} g_{1}^{c}(\boldsymbol{x})\right) \cdot \partial_{y x} g_{2}^{c}(\boldsymbol{x}) \\
& -\alpha \cdot \operatorname{div}(\mathbf{D} \nabla u)+\beta \cdot \chi_{p} \cdot c_{p} \cdot \Psi_{p}^{\prime} \cdot(u-\bar{u}) \\
0= & \Psi_{d, g}^{\prime} \cdot \sum_{c=1}^{3}\left(g_{2}^{c}(\boldsymbol{x}+\boldsymbol{w})-g_{1}^{c}(\boldsymbol{x})\right) \cdot \partial_{y} g_{2}^{c}(\boldsymbol{x})  \tag{3}\\
& +\lambda \cdot \Psi_{d, \nabla g}^{\prime} \cdot \sum_{c=1}^{3}\left(\partial_{x} g_{2}^{c}(\boldsymbol{x}+\boldsymbol{w})-\partial_{x} g_{1}^{c}(\boldsymbol{x})\right) \cdot \partial_{x y} g_{2}^{c}(\boldsymbol{x}) \\
& +\lambda \cdot \Psi_{d, \nabla g}^{\prime} \cdot \sum_{c=1}^{3}\left(\partial_{y} g_{2}^{c}(\boldsymbol{x}+\boldsymbol{w})-\partial_{y} g_{1}^{c}(\boldsymbol{x})\right) \cdot \partial_{y y} g_{2}^{c}(\boldsymbol{x}) \\
& -\alpha \cdot \operatorname{div}(\mathbf{D} \nabla v)+\beta \cdot \chi_{p} \cdot c_{p} \cdot \Psi_{p}^{\prime} \cdot(v-\bar{v})
\end{align*}
$$

with

$$
\begin{align*}
\Psi_{d, f}^{\prime} & =\Psi_{d}^{\prime}\left((f(\boldsymbol{x}+\boldsymbol{w})-f(\boldsymbol{x}))^{2}\right)  \tag{4}\\
\mathbf{D} & =\left(\begin{array}{cc}
\Psi_{s 1}^{\prime} & 0 \\
0 & \Psi_{s 2}^{\prime}
\end{array}\right)  \tag{5}\\
\Psi_{s 1}^{\prime} & =\Psi_{s 1}^{\prime}\left(\left(\boldsymbol{r}_{1}^{\top} \nabla u\right)^{2}+\left(\boldsymbol{r}_{1}^{\top} \nabla v\right)^{2}\right)  \tag{6}\\
\Psi_{s 2}^{\prime} & =\Psi_{s 1}^{\prime}\left(\left(\boldsymbol{r}_{2}^{\top} \nabla u\right)^{2}+\left(\boldsymbol{r}_{2}^{\top} \nabla v\right)^{2}\right)  \tag{7}\\
\Psi_{p}^{\prime} & =\Psi_{p}^{\prime}\left((u-\bar{u})^{2}+(v-\bar{v})^{2}\right) \tag{8}
\end{align*}
$$

### 1.3 Incremental Multi-Scale Strategy

In analogy to [2], we refrain from linearizations in the data term and compute the estimates $u, v$ by a fixed point iteration combined with an incremental multiscale strategy. Splitting the unknown flow $\boldsymbol{w}^{k+1}$ on each scale $k$ into a known part $\boldsymbol{w}^{k}$ from the previous scale and an unknown increment $d \boldsymbol{w}^{k}$ from the current scale, we only have to estimate the increment. This allows to linearize the data term with respect to the increments and thus to make use of the motion tensor notation [3]. Similarly, we can use the diffusion tensor notation from [5] for the smoothness term.

### 1.4 Incremental Euler-Lagrange Equations

Now, we can write the equations that have to be solved on each scale as

$$
\begin{align*}
0= & \Psi_{d, g}^{k \prime \prime} \cdot\left(J_{11, g}^{k} d u^{k}+J_{12, g}^{k} d v^{k}+J_{13, g}^{k}\right)  \tag{9}\\
& +\lambda \cdot \Psi_{d, \nabla g}^{k \prime} \cdot\left(J_{11, \nabla g}^{k} d u^{k}+J_{12, \nabla g}^{k} d v^{k}+J_{13, \nabla g}^{k}\right) \\
& -\alpha \cdot \operatorname{div}(\mathbf{D} \nabla u)+\beta \cdot \chi_{p} \cdot c_{p} \cdot \Psi_{p}^{k \prime} \cdot\left(u^{k}+d u^{k}-\bar{u}\right) \\
0= & \Psi_{d, g}^{k \prime \prime} \cdot\left(J_{12, g}^{k} d u^{k}+J_{22, g}^{k} d v^{k}+J_{23, g}^{k}\right)  \tag{10}\\
& +\lambda \cdot \Psi_{d, \nabla g}^{k \prime} \cdot\left(J_{12, \nabla g}^{k} d u^{k}+J_{22, \nabla g}^{k} d v^{k}+J_{23, \nabla g}^{k}\right) \\
& -\alpha \cdot \operatorname{div}(\mathbf{D} \nabla v)+\beta \cdot \chi_{p} \cdot c_{p} \cdot \Psi_{p}^{k \prime \prime} \cdot\left(v^{k}+d v^{k}-\bar{v}\right)
\end{align*}
$$

with

$$
\begin{align*}
& \Psi_{d, f}^{k \prime}=\Psi_{d}^{\prime}\left(\left(f\left(\boldsymbol{x}+\boldsymbol{w}^{k}+d \boldsymbol{w}^{k}\right)-f(\boldsymbol{x})\right)^{2}\right)  \tag{11}\\
& \Psi_{s 1}^{k \prime}=\Psi_{s 1}^{\prime}\left(\left(\boldsymbol{r}_{1}^{\top} \nabla\left(u^{k}+d u^{k}\right)\right)^{2}+\left(\boldsymbol{r}_{1}^{\top} \nabla\left(v^{k}+d v^{k}\right)\right)^{2}\right)  \tag{12}\\
& \Psi_{s 2}^{k \prime}=\Psi_{s 1}^{\prime}\left(\left(\boldsymbol{r}_{2}^{\top} \nabla\left(u^{k}+d u^{k}\right)\right)^{2}+\left(\boldsymbol{r}_{2}^{\top} \nabla\left(v^{k}+d v^{k}\right)\right)^{2}\right)  \tag{13}\\
& \Psi_{p}^{k \prime}=\Psi_{p}^{\prime}\left(\left(u^{k}+d u^{k}-\bar{u}\right)^{2}+\left(v^{k}+d v^{k}-\bar{v}\right)^{2}\right) \tag{14}
\end{align*}
$$

### 1.5 Similarity Tensor

As a by-product, we also introduce a tensor notation for the similarity term. To understand this, we rewrite the expressions involved in (1) as vector products:

$$
(u-\bar{u})^{2}=\left(\left(\begin{array}{c}
1  \tag{15}\\
0 \\
-\bar{u}
\end{array}\right)^{\top}\left(\begin{array}{l}
u \\
v \\
1
\end{array}\right)\right)^{2}=\left(\begin{array}{c}
u \\
v \\
1
\end{array}\right)^{\top} \underbrace{\left(\begin{array}{ccc}
1 & 0 & -\bar{u} \\
0 & 0 & 0 \\
-\bar{u} & 0 & \bar{u}^{2}
\end{array}\right)}_{S_{u}}\left(\begin{array}{l}
u \\
v \\
1
\end{array}\right)
$$

Similar, we can compute

$$
S_{v}=\left(\begin{array}{ccc}
0 & 0 & 0  \tag{16}\\
0 & 1 & -\bar{v} \\
0 & -\bar{v} & \bar{v}^{2}
\end{array}\right)
$$

Combining the two tensors via $S=S_{u}+S_{v}$, we can rewrite the similarity term as

$$
\begin{equation*}
\mathcal{E}_{p}=\chi_{p} \cdot c_{p} \cdot \Psi_{p}\left(\boldsymbol{w}^{\top} S \boldsymbol{w}\right) \tag{17}
\end{equation*}
$$

Within the incremental formulation of the multi-scale scheme, we do not impose similarity of $u$ and $\bar{u}$, but of $d u^{k}$ and $\bar{u}-u^{k}$; see corresponding Euler-Lagrange equations in (10)- (11). Thus, on each scale, we obtain $S^{k}=S_{u}^{k}+S_{v}^{k}$, with

$$
S_{u}^{k}=\left(\begin{array}{ccc}
1 & 0 & u^{k}-\bar{u}  \tag{18}\\
0 & 0 & 0 \\
u^{k}-\bar{u} & 0 & \left(u^{k}-\bar{u}\right)^{2}
\end{array}\right) \quad S_{v}^{k}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & v^{k}-\bar{v} \\
0 & v^{k}-\bar{v}\left(v^{k}-\bar{v}\right)^{2}
\end{array}\right)
$$

### 1.6 Incremental Euler-Lagrange Equations with Similarity Tensor

Using the similarity tensor deduced above, we can rewrite the Euler-Lagrange equations (10)- (11) as

$$
\begin{align*}
0=-\alpha \cdot \operatorname{div} & \left(\mathbf{D}^{k} \nabla u\right)+\Psi_{d, g}^{k \prime} \cdot\left(J_{11, g}^{k} d u^{k}+J_{12, g}^{k} d v^{k}+J_{13, g}^{k}\right)  \tag{19}\\
& +\lambda \cdot \Psi_{d, \nabla g}^{k \prime} \cdot\left(J_{11, \nabla g}^{k} d u^{k}+J_{12, \nabla g}^{k} d v^{k}+J_{13, \nabla g}^{k}\right) \\
& +\beta \cdot \chi_{p} \cdot c_{p} \cdot \Psi_{p}^{k \prime} \cdot\left(S_{11}^{k} d u^{k}+S_{12}^{k} d v^{k}+S_{13}^{k}\right)
\end{aligned} \begin{aligned}
& 0=-\alpha \cdot \operatorname{div}\left(\mathbf{D}^{k} \nabla v\right)+\Psi_{d, g}^{k \prime} \cdot\left(J_{12, g}^{k} d u^{k}+J_{22, g}^{k} d v^{k}+J_{23, g}^{k}\right) \\
&+\lambda \cdot \Psi_{d, \nabla g}^{k \prime} \cdot\left(J_{12, \nabla g}^{k} d u^{k}+J_{22, \nabla g}^{k} d v^{k}+J_{23, \nabla g}^{k}\right)  \tag{20}\\
&+\beta \cdot \chi_{p} \cdot c_{p} \cdot \Psi_{p}^{k \prime} \cdot\left(S_{12}^{k} d u^{k}+S_{22}^{k} d v^{k}+S_{23}^{k}\right)
\end{align*}
$$

### 1.7 Differential Energy

Summarizing, the deduced equations can be shown to be the Euler-Lagrange equations of the energy

$$
\begin{align*}
\mathcal{E}\left(d u^{k}, d v^{k}\right)=\int_{\Omega}[ & \Psi_{d, g}^{k}\left(d \boldsymbol{w}^{k}{ }^{\top} J_{g}^{k} d \boldsymbol{w}^{k}\right)+\lambda \cdot \Psi_{d, \nabla g}\left(\boldsymbol{w}^{k} \top J_{\nabla_{g}}^{k} d \boldsymbol{w}^{k}\right)  \tag{21}\\
& +\alpha \cdot \Psi_{s_{1}}\left(\left(\boldsymbol{r}_{1}^{\top} \nabla\left(u^{k}+d u^{k}\right)\right)^{2}+\left(\boldsymbol{r}_{1}^{\top} \nabla\left(v^{k}+d v^{k}\right)\right)^{2}\right) \\
& +\alpha \cdot \Psi_{s_{2}}\left(\left(\boldsymbol{r}_{2}^{\top} \nabla\left(u^{k}+d u^{k}\right)\right)^{2}+\left(\boldsymbol{r}_{2}^{\top} \nabla\left(v^{k}+d v^{k}\right)\right)^{2}\right) \\
& \left.+\beta \cdot \chi_{p} \cdot c_{p} \cdot \Psi_{p}\left(d \boldsymbol{w}^{k}{ }^{\top} S^{k} d \boldsymbol{w}^{k}\right)\right] d \boldsymbol{x}
\end{align*}
$$

## 2 Additional Results

In this section we show additional results of ALD-Flow. In particular, we show additional flow fields, intermediate steps of our adaptive sparsification strategy and further tables from the Middlebury benchmark [1]. In all cases we show the overlayed input frames, the results of the baseline method, the descriptor matches which are computed within the regions of interest and the final result of our method.

We start with Table 1 listing the average endpoint error (AEE) for our method and its baseline method for the sequences of the Middlebury training dataset. Note, that the corresponding table presenting the average angular error (AAE) is contained in our main paper.

Next, Figure 1 illustrates the different steps to compute the final result for frame 496 of the tennis sequence. Compared to our paper, we show even more intermediate steps concerning the selection of the different candidate sets. Analogously, we show these steps and our result for the Human Eva II sequence in Figure 2.

These illustrations are followed by Figure 3 in which all results for the Middlebury training sequences with ground truth are depicted. The results for the additional real-world sequences without ground truth are shown in Figure 4. Furthermore, in Figure 5, we present the results for those sequences of the Middlebury evaluation dataset that are considered for the rankings with respect to the AAE and the AEE. Figure 6 shows the additional sequences which are used for the interpolation error rankings.

Finally, we show the ranking of our method in the Middlebury benchmark with respect to the AEE, the interpolation error (IE) and the normalized interpolation error (NIE) in Figures 7, 8 and 9, respectively. As one can see, we achieve consistently good results, in particular with respect to the NIE. Note, that the corresponding table presenting the ranking with respect to the average angular error (AAE) is contained in our main paper.
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Table 1. The AEE of ALD-Flow and its baseline method.

| Method | Avg. | RubW. Hydra. Grove2 | Grove3 | Urban2 | Urban3 | Dime. Venus |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Baseline | 0.218 | $\mathbf{0 . 0 6 8}$ | $\mathbf{0 . 1 3 5}$ | $\mathbf{0 . 1 1 8}$ | 0.521 | 0.214 | 0.336 | $\mathbf{0 . 0 9 6}$ | 0.256 |
| ALD-Flow | $\mathbf{0 . 2 1 2}$ | 0.069 | $\mathbf{0 . 1 3 5}$ | $\mathbf{0 . 1 1 8}$ | $\mathbf{0 . 5 1 3}$ | $\mathbf{0 . 2 0 2}$ | $\mathbf{0 . 3 0 9}$ | $\mathbf{0 . 0 9 6}$ | $\mathbf{0 . 2 5 5}$ |



Fig. 1. Detailed illustration of flow estimation for frame 496 of the tennis sequence (best viewed in electronic version). From left to right, top to bottom: (a) Overlayed input frames, (b) baseline result, (c) energy of data term in frame 1, (d)-(f) double thresholding to compute candidate set $s_{1}$ : first thresholding, regions of interest, second thresholding, (g) energy of data term in frame 2 , (h) candidate set $s_{2}$. (i) relaxed candidate set $s_{1 b},(\mathbf{j})$ distribution of HOG (red) and GB (green) descriptors, (k) feature matches within regions of interest, (l) ALD-flow result.


Fig. 2. Detailed illustration of flow estimation of the Human Eva II dataset (best viewed in electronic version). From left to right, top to bottom: (a) Overlayed input frames, (b) baseline result, (c) energy of data term in frame 1, (d)-(f) double thresholding to compute candidate set $s_{1}$ : first thresholding, regions of interest, second thresholding, (g) energy of data term in frame 2 , (h) candidate set $s_{2}$. (i) relaxed candidate set $s_{1 b}$, (j) distribution of HOG (red) and GB (green) descriptors, (k) feature matches within regions of interest, (1) ALD-flow result.


Fig. 3. Middlebury training sequences: RubberWhale, Hydrangea, Grove2, Grove3, Urban2, Urban3, Dimetrodon, Venus. From left to right: Overlayed input frames, baseline result, feature matches within regions of interest, ALD-flow result.


Fig. 4. Middlebury training sequences (real-world): DogDance, Walking, MiniCooper and Beanbags. From left to right: Overlayed input frames, baseline result, feature matches within regions of interest, ALD-flow result.


Fig. 5. Middlebury evaluation sequences: Army, Mequon, Schefflera, Wooden, Grove, Urban, Yosemite and Teddy. From left to right: Overlayed input frames, baseline result, feature matches within regions of interest, ALD-flow result.


Fig. 6. Middlebury evaluation sequences (real-world): Backyard, Basketball, Dumptruck and Evergreen. From left to right: Overlayed input frames, baseline result, feature matches within regions of interest, ALD-flow result.

| Average endpoint error | $\begin{aligned} & \text { avg. } \\ & \text { rank } \end{aligned}$ | Army <br> (Hiden texure) <br> GT <br> GI <br> all <br> all <br> disc <br> disc <br> untext | Mequon <br> (Hideden texture) <br> GT <br> GII <br> all <br> disc <br> disc <br> imn <br> untext | Schefflera (Hidden texture) GT im0 im1 all disc untext | Wooden (Hidden texture) GT im0 im1 <br> all disc untext |  |  | $\qquad$ |  | Teddy <br> (Stereo) <br> imo im1 <br> disc untext |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ADF [72] | 8.6 | 0.0840 .225 | 0.183 0.628 0.148 | 0.29140 .71170 .177 | 0.16150 .91250 .071 | 0.69121 .03120 .47 | 0.43110 .9130 .2 | 0.12150 .1260 .2018 | 0.431 | 0.8810 .635 |
| [ROF++[62] | 9.0 | 0.0840 .2370 .078 | 0.21170 .68150 .17 | 0.28100 .63 | 0.1580 .73 | 0.89 | 1.08100 .31 | $\underline{0.104} 00.1260 .124$ | 0.475 | $0.9870 .68{ }^{10}$ |
| Layers++[38] | 9.2 | 0.2 | $\underline{0.197} 0.5630 .1718$ | 0.20 | 0.1310 .58220 .07 |  | 0.47191 .0160 .3318 | 0.15370 .14 | 0.46 | 0.8810 .7 |
| MDP-Flow2 [40] | 9.4 | 0.09150 .2370 .078 |  | 0.2220 .4630 .17 | 0.17210 .93310 .0912 | 0.6570 .9890. | 0.2910 .9130 .2 | 0.1190 .13180 .17 | 0.51 | 1.11180 .72 |
| nLayers [61] | 9.8 | 0.0710 .1910 .0 | 0.22200 .5940 .1920 | 0.2560 .5450 .2027 | $\underline{0.158} 0.84180 .086$ | $\begin{array}{llll}0.532 & 0.782 & 0.343\end{array}$ | 0.44140 .8410 .30 | 0.13230 .13180 .20 | 0.47 | 0.9760 .67 |
| Sparse-NonSparse [59] | 13.4 | $\underline{0.084} 00.2370 .07$ | 0.22200 .73220 .1821 | $\underline{0.2810} 0.6490 .1918$ | 0.1440 .717 | 0.67110 .99110 .48 | 1.068 | 0.14290 .1110 .28 | 0.49 | 0.9870 .7 |
| ALD-Flow [73] | 13.5 | 0.0 | 0.13 | . 73180.15 | 0.17 210.922 | 0.7821 .114210 .592 | 1.30 | 0.12 | 0.54 | 1.19210 .73 |
| COFM [63] | 13.6 | 0.0840 .26240 .06 | 0.183 <br> 0.628 <br> 0.148 | 0.30170 .74190 .1918 | 0.15880 .86200 .07 | 0.7922 1.14210 .7436 | 0.3550 .8720 .286 | 0.14200 .1260 .28 | 0.49 | 0.9440 .71 |
| Etficient-NL [65] | 13.9 | 0.0840 .225 | 0.23300 .73220 .1821 | 0.3220 .752 | 0.1440 .729 | $\underline{0.603} 0.883$ | 0.57321 .11140 .3524 | 0.14220 .13 | 0.487 | 0.903 |
| ! | ! | : | : |  |  | : |  |  |  | ! |
| Complementary OF [2 | 29.3 | 0.11320 .28310 .1040 | 0.1830 .63100 .122 | 0.31200 .7520 | 0.1 | 741.31401 .00 | 1.78651 .73450 .8758 | 0.1190 .126 |  | 4830.95 |
| ! | : | : | ! |  |  | $\vdots$ |  |  |  | ! |
| Broxetal. [5] |  | 0.11320 .32400 .1146 | 0.27400 .93410 .2242 | 0.39290 .94280 .2438 | $\underline{0.24401 .25450 .1335}$ | 1.10 56 1.39511 .4363 | 0.8941 .77490 .5541 | $\underline{0.104} 0.13180 .112$ | 0.914 | 1.83481 .1347 |
| : |  | : | : |  |  | : |  |  |  | : |
| LDOF [28] |  | 0.12420 .35460 .10 | 0.32451 .06510 .24 | 4330.988320 .3 | 45552.48710 .26 | 1.01481 .37461 .05 | 1.10472 .08580 .6 | 0.12150 .15400 .24 | 0.9 | 2.05561 .1 |

Fig. 7. Middlebury ranking with respect to average endpoint error (AEE).

| Average interpolation error error | $\begin{array}{\|l\|l\|l\|} \text { avg. } \\ \text { rank } \end{array}$ | Mequon <br> (Hidden texture) <br> im0 <br> all <br> al <br> disc <br> dis1 <br> untext | Schefflera (Hidden texture) im0 GT im1 <br> all disc untext |  |  | Backyard <br> (High-speed camera) <br> imo <br> all <br> all <br> gisc <br> disc <br> imtext <br> unter |  |  | Evergreen <br> (High-speed camera) <br> im0 <br> ImT <br> alldiscdillintext |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MDP-Flow2 [40] | 9.2 | $\underline{2.862} 55.3141 .202$ | $3.463 \quad 5.073 \quad 1.314$ | 3.49, 5.3411 .475 | 5.40157 .95223 .4143 | $10.23{ }^{12.73} 3.61$ | 6.121111 .892 .3824 | 7.48417 .141 .512 | $7.32,11.411 .75$ |
| CBF[12] | 13.4 | 2.83, 5.2021 .2326 | 3.97285 .79241 .5630 | 3.6255 .4731 .6012 | $\underline{5.212} 7.1213 .2925$ | 10.1212 .623 .6220 | $\underline{5.975} 11.552 .3111$ | 7.761917 .8191 .6118 | 7.60811 .981 .7645 |
| Aniso. Huber-L1 [22] | 15.9 | $\underline{2.959} 5.4481 .2432$ | 4.42466 .27461 .6743 | 3.79 15 5.7091 .506 | $\underline{5.316} 7.4273 .2422$ | 11.12314 .0283 .6116 | $\underline{5.913} 11.432 .241$ | 7.60917 .361 .512 | 7.621011 .981 .7324 |
| CLQ-TV [51] | 16. | 2.9485 .4591 .253 | 4.26396 .17371 .6035 | 3.68105 .73111 .7317 | $\underline{5.368} 7.4163 .3236$ | 11.12314 .0283 .576 | $\underline{5.882} 111.322 .262$ | 7.58717 .031 .57 | 7.751512 .1151 .7219 |
| IROF-TV [56] | 17.0 | 3.07215 .91271 .23 | 3.71145 .47121 .40 | 3.70116 .27261 .5811 | $\underline{5.253} 7.60103 .179$ | 11.01813 .9204 .4761 | 6.372512 .4272 .309 | 7.7921 17.921 1.50 | 7.631111 .981 .66 |
| LCM-flow [64] | 17.3 | $\underline{2.862} 5.1311 .2538$ | 3.94265 .87261 .6438 | 3.87196 .60351 .7919 | 5.37 107.2943 .3030 | 9.99112 .513 .563 | 6.121111 .892 .262 | 7.761917 .7171 .68 | 7.58711 .851 .80 |
| IROF++[62] | 17.4 | 3.03155 .77191 .202 | 3.597 5.3181 .337 | 4.32336 .61372 .25 34 | 5.0617 .1423 .168 | 11.01813 .9204 .4459 | $\underline{6.342112 .3222 .274}$ | 7.54617 .361 .6427 | 8.092812 .7201 .69 |
| ALD-Flow [73] | 18.5 | 3.28476 .45 50 1.2433 | 3.81195 .73221 .4117 | 3.6256 .28271 .352 | 5.58248 .39383 .3043 | 10.8813 .594 .154 | 5.96411 .432 .297 | 7.34116 .811 .512 | 8.253512 .9331 .70 |
| Second-order prior [8] | 19.6 | $\underline{2.917} 5.3971 .2432$ | 4.26396 .21401 .5630 | 3.82176 .34291 .6213 | $5.39137 .68{ }^{13} 3.043$ | 11.12313 .920 .5 .599 | 6.141311 .9142 .31 | 7.611017 .4111 .63 | 7.902012 .4221 .7849 |
| : | : | : | : |  |  | : |  |  | $\vdots$ |
| Brox etal. [5] | 21.0 | 3.08235.9420 1.219 | 3.83215 .67201 .4522 | $\underline{3.93} 20.761131 .6714$ | $\underline{5.327} 7.1933 .2218$ | $\underline{10.67} 13.473 .563$ | 6.604212 .7352 .42 | 8.614819 .7493 .0472 | $7.433^{11.631 .68}$ |
| : | : | : | : |  |  | : |  |  | : |
| LDOF [28] | 27.5 | 3.03155 .66141 .2850 | 4.06305 .53152 .4072 | 4.32336 .43322 .0025 | $\underline{5.4517} 7.5683 .6054$ | $10.23{ }^{12.733} 3.59$ | 6.392612 .4272 .297 | 8.364019 .4452 .2161 | $\underline{7.575} 11.851 .86$ |
| - | ! | : | : |  |  | ! |  |  | : |
| Complementary OF [21] | 41.11 | 3.48587 .32671 .202 | 3.8923 5.96291 .4522 | 8.94686 .94435 .45 | 6.335410 .0643 .095 | $11.3{ }^{3} 14.2374 .24$ | 331912.3222 .42 | 8.624719 .3421 .75 | 9.0767 14.367 1.72 |

Fig. 8. Middlebury ranking with respect to interpolation error.

| Average <br> normalized interpolation <br> error | $\begin{array}{\|c\|c\|} \hline \text { rang. } \\ \text { rank } \end{array}$ |  | Schefflera (Hidden texture) Im0 GT Im1 all disc untext |  |  | Backyard <br> (High-speed camera) <br> Im0 <br> all <br> all <br> disc <br> dim1 <br> untext | Basketball <br> (High-speed camera) <br> Im0 <br> Iall <br> all <br> dilsc <br> disc <br> ill <br> untext | Dumptruck <br> (High-speed camera) <br> Im <br> In <br> all <br> al <br> disc <br> dim <br> untext | Evergreen <br> (High-speed camera) <br> In <br> In <br> all <br> al <br> disc <br> discuntext |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MDP-Flow2 [40] | 10.5 | $0.5810 .71 \times 0.641$ | 0.6340 .8740 .59, | 0.928 1.37110 .8510 | 0.98221 .14381 .2422 | $0.98{ }^{1} 0.9511 .154$ | 1.13231 .60281 .082 | 0.6871 .2370 .68 | 0.7511 .0620 .6424 |
| ALD-Flow [73] | 15.10 | 0.62200 .81190 .663 | 0.70190 .99200 .621 | 0.8721 .2850 .652 | 0.9431 .0141 .215 | 1.09301 .12301 .5448 | 1.0321 .2411 .07 | 0.6421 .1220 .652 | 0.97391 .44380 .632 |
| CLQ-TV [51] | 18.7 | $\underline{0.63} 330.863440 .6632$ | 0.81411 .12400 .6633 | 0.96121 .43130 .9621 | 0.97151 .0381 .2525 | 1.06221 .08241 .154 | 1.021 1.252 1.042 | $0.63,1.0910 .664$ | 0.97301 .45400 .632 |
| ADF [72] | 18.8 | 0.5920 .7320 .641 | 0.68150 .97150 .6219 | 0.88941 .2960 .797 | $\underline{0.932} 20.9921 .202$ | 1.19561 .29561 .6964 | 1.0431 .3341 .042 | 0.84391 .7140 .7635 | 0.88191 .28190 .6541 |
| LCM-Hlow [64] | 19. | 0.62200 .80160 .6632 | 0.77 31 1.07310.7148 | 1.03181 .70310 .9118 | 1.01301 .07171 .2731 | $\underline{0.992} 00.9511 .1618$ | 1.0791 .43111 .042 | 0.6761 .2060 .7118 | 0.84111 .21110 .65 |
| Aniso. Huber-L1 [22] | 19. | 0.6220 .80160 .6632 | $\underline{0.84451 .13420 .6633}$ | 1.03181 .44140 .9320 | $\underline{0.97151 .0381 .2630}$ | 1.06221 .09251 .154 | 1.08121 .46141 .031 | $\underline{0.642} 1.1220 .664$ | 0.9944 .48470 .632 |
| [ROF++[62] | 19.7 | $\underline{0.592} \quad 0.74300 .641$ | 0.6580 .8970 .591 | 1.15291 .71321 .1730 | 0.9210 .9611 .215 | 1.17481 .26481 .6961 | 1.11161 .54171 .042 | 0.687 1.2370 .7014 | 1.07651 .62660 .632 |
| IROF-TV [56] | 20.8 | 0.62200 .84300 .6513 | $0.67130 .922^{13} 0.606$ | 0.928 1.49200 .797 | 0.9431 .0261 .2215 | 1.18511 .28511 .7067 | 1.12191 .58231 .058 | 0.79301 .57320 .7014 | 0.85121 .24130 .642 |
| Second-order prior [8] | 21.0 | $\underline{0.61} 00.78100 .6632$ | 0.80401 .11370 .6428 | 1.05221 .85410 .9923 | 0.9611 .04121 .215 | 1.05181 .07201 .154 | $1.055^{5} 1.386^{1.058}$ | 0.69101 .28110 .65 | 1.00481 .50500 .66 |
| ! | : | : | ! |  |  | ! |  |  | : |
| Broxetal. [5] | 28.20 | 0.67531 .04630 .6513 | 0.72251 .02270 .6323 |  | 0.98220 .9921 .2422 |  | 1.20451 .78491 .11 | 1.67723 .8672 .48 | 0.86151 .26150 .621 |
| ! | : | ! | ! |  |  | ! |  |  | ! |
| LDOF [28] | 29.40 | 0.66460 .94450 .6745 | 0.79370.99 020.8266 | 1.15291 .37111 .1420 | 0.98221 .08211 .2422 | 1.0040 .9841 .154 | 1.0671 .3971 .042 | 1.14662 .51671 .2770 | 0.839 1.1990 .6764 |
| $\vdots$ | ! | ! | : |  |  | : |  |  | $\vdots$ |
| Complementary OF [21] | 38.010 | 0.66461 .03610 .641 | 0.70191 .01250 .6323 | 3.10682 .52573 .3468 | 0.98221 .13351 .2215 | 1.16431 .25451 .5953 | 1.13231 .59241 .10 .30 | 0.93541 .87510 .97 | .9429 1.40320 .64 |

Fig. 9. Middlebury ranking with respect to normalized interpolation error.

